
DeVisual Debates
(Kori et al 2024)



DeCAFE: Conflict-Aware Feature-wise Explanations

Initial experiments demonstrate the ability of CAFE to surface conflicts in image predictions (e.g., the internal areas
highlighted negatively by CAFE 1.0 in the image below might also be seen in other shapes).

A feature attribution method addressing the limitations of gradient-based methods in handling conflicts.

Local gradient-based approximation
ignores the potential effect of the
positive feature.

CAFE separately considers the
effects of conflicting features,
resulting in more accurate
attribution scores.

(Dejl et al 2024)



DeEvaluating Explanations in Fact Verification
(Kotonya, Toni2024)

An argumentative explanation is dialectically faithful 
if whenever the model predicts with
• top confidence, no arguments attack any 

argument for the prediction;
• high confidence, arguments for the prediction are 

stronger than arguments against it;
• low confidence,  there must be only weak 

arguments for the prediction or strong arguments 
against the prediction



DeArgumentative LLMs
(Freedman et al 2024)



DeContestable AI
(Leofante et al 2024, Freedman et al 2024)
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The contested AI
is equipped with
• a model (M)
• an explanation method (E)
• a redress method (R)

The contester (human or AI)
is equipped with
• a ground generator for 

contestations (G)

Both contested AI and contester
are able to interact (I)

Article 22(3): … the data controller shall implement 
suitable  measures to safeguard the data subject’s  … 
right to obtain human intervention on the part of the 
controller,  to express his or her point of view and to 
contest the decision.

UK pro-innovation framework

Principle 5: Contestability and redress 



ADA: Argumentative Dialogical Agents
Cocarascu, Rago, Toni  AAMAS19
Oksanen, Cocarascu, Toni KRHI22



ProtoArgNet
(Ayoobi et al 2024)



DeVeracity prediction
(Chen, Freedman, Toni, ongoing)

Metadata: Authors, Institution, Journal, etc

Explanation?



DeArguCast
(Gorur et al 2023)

ArguCast supports Judgmental Forecasting (users 
making predictions for future events) using 
Computational Argumentation:

• Accommodates debate between users with 
arguments that support (are in favour) or attack (are 
against) other arguments/forecasting questions,

• Elicits opinions (by votes) and predictions from users, 
and

• Check if users' opinions and predictions are coherent 
and filter out incoherent predictions to get rid of the 
cognitive biases of users.



DeExplaining in Quantified Bipolar Argumentation
(Yin et al 2023,24)

Arguments:

α: It is easy for children to learn a foreign language well.

β: Studies show that young children possess higher 
neuroplasticity, making language learning more 
effective.

γ: Children immersed in a foreign language environment 
from an early age have better language acquisition.

δ: Learning a foreign language requires cognitive 
maturity, which children lack. Hence, it’s difficult.

ζ: Children's brains are highly adaptable, making them 
more effective at absorbing new languages than adults.



DeArgumentation and LLMs for legal reasoning
(Paulino-Passos and Toni 21, on-going)



DeArgumentation and Brain Cancer
(Gould et al, ongoing)



DeArgumentation  for image classification
(Stylianou, Toni, ongoing)



DeArgumentative Causal Discovery
(Russo, Rapberger, Toni 2024)



DeThanks


